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Comments on Kreiner 2011: Is the foundation under PISA solid? A 
critical look at the scaling model underlying international 
comparisons of student attainment 
 
Ray Adams, April 19 2011i 
 
 
This paper is concerned with two issues:  
 

 Do the outcomes of PISA – more particularly the rankings – depend on the items 
chosen?  

 Could alternative scaling procedures, produce different outcomes – more particularly 
the rankings. 

 
A careful examination of these two issues is clearly an important activity that should be the 
focus of rigorous scholarly investigation. Unfortunately this article presents neither a rigorous 
nor a scholarly investigation. 
 
In making comments on the article I shall organise them into two sections. First, I shall make 
some general points about the work that cover the implications for PISA. Second, I shall make 
some more specific points that relate to the paper’s acceptability as an academic piece of work. 
 
General Comments 
 
The fundamental flaw in Kreiner’s argument is that he confounds the two primary issues of: 
 
(a) Do the outcomes of PISA depend upon the set of items that are developed and chosen?; and 
(b) Does the use of the Rasch model provide misleading results because the data do not fit the 
Rasch model? 
 
The PISA Consortium has undertaken considerable work on both of these issues and the 
evidence demonstrates that while the items matter enormously, the model matters to a much 
lesser degree. 
 
In what ways does item choice matter? 
 
One of the goals of PISA is to compare the outcomes of education systems.  A fundamental 
issue, therefore, is what should form the basis of that comparison. PISA has taken the position 
that the basis of the comparison should be a relatively large basket of items that are 
representative of the knowledge, skills and understandings that reflect the respective content 
framework and are valued by the set of countries that participate as well as leading educators. 
The procedures for preparing this basket of items have been fully articulated in Chapter 2 of 
each of the PISA technical reports and collections of sample items have been regularly 
published, for example OECD, 2009a, 2009b. 
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There are many legitimate discussions to be held concerning the size of the basket of items and 
the details of the content, but Kreiner raises none of them, save for fit to the Rasch model, 
which is discussed later. 
 
Kreiner takes four small subsets of reading items – three sets of 6 items and one set of 9 items -- 
and compares the ranks of the countries using the 2006 data. He provides no basis for the 
selection of the items and he undertakes no technically appropriate statistical testing of the 
differences in the ranking. The outcome that he reports, not surprisingly, is that country ranks 
vary across the four small sets. 
 
Is Kreiner really suggesting that he would expect and hope that the outcomes of PISA would not 
depend upon the items that are chosen? Does it not make sense that there should be 
consistency between the aspects of reading competence valued by an education system and the 
aspects of reading required by the PISA items? Does it not make sense that education systems 
might well be expected to perform relatively worse on some items and relatively better on 
others as a function of the societal, cultural and educational experiences of their students. 
 
The option of restricting PISA to only those items that do not respond to the specific strengths 
and weaknesses of educational systems is not one that has been chosen. Adopting such an 
approach would result in an assessment that, while perhaps objectionable to few, would be of 
interest to nobody. Such an assessment would not include, as criteria, many of the outcomes 
valued by participating education systems and leading educators. 
 
Considerable research has been undertaken on the impact of item choice on international 
comparisons (Adams, Berezner & Jakubowski 2010; Beaton & Gonzales 1997; Beaton 1997; 
Hencke et al. 2009) – Kreiner does not refer to any of this research.  The findings of these 
studies show that it is indeed possible to manipulate the outcomes of international studies 
through post hoc manipulations of the item pool. The post hoc manipulations require examining 
the data to find small sets of items advantageous or disadvantageous to specific participants and 
then selecting those items as the basis for comparison. But, more importantly, the studies show 
that when subsets of items are selected from the item pools without knowledge of actual 
student performance on the items, the rankings on the subsets, and other headline results, are 
not influenced. That is, without an examination of the data, national representatives and 
reviewers are not able to identify subsets of items that will disadvantage or advantage specific 
countries. 
 

Conclusions from two of these studies illustrate this point. Adams et al. (2010) conclude “Two 
lessons can be drawn from this analysis. First, the pool of test items has to be big enough to 
provide robust comparisons of countries and to accommodate diverse preferences. PISA uses 
around 100 items for testing major domains and around 30 items for minor domains, which 
seems to be sufficient to limit the impact of individual countries’ views. Second, although this 
analysis suggests that final rankings can depend upon the choice of items, experts cannot 
identify items in advance that will advantage or disadvantage their country. This paper shows 
that this is the case in PISA, because countries in general do not gain or lose from considering 
their preferred items only. In other words, experts are not able to predict which items can 
increase their country’s chances of improving its ranking position in the final PISA test.” (p 12). 
Similarly, Hencke et al. (2009) conclude “Our findings suggest that a high degree of confidence 
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can be placed in the estimated scale scores for all countries assessed during TIMSS 2003 
regardless of item selection.” (p 111) 
 
Lack of model fit and focus on significance 
 
Kreiner’s line of argument concerning the use of the Rasch model is strongly based upon tests of 
statistical significance rather than the substance of the effects detected. As Box (1979) reminds 
us no statistical model will fit data perfectly, but some statistical models are useful. The majority 
of Kreiner’s findings could be summarised with the simple observation that PISA has a large 
sample. 
 
The sample sizes in PISA are such that the fit of any scaling model, particularly a simple model 
like the Rasch model, will be rejected. PISA has taken the view that it is unreasonable to adopt a 
slavish devotion to tests of statistical significance concerning fit to a scaling model. 
 
The more fundamental question is whether the scaling approach that has been adopted is 
useful. There is nothing in Kreiner’s paper that speaks to the issue of the utility of the scaling 
approach that has been used or the implications of it use. 
 
Kreiner’s alternatives 
 
As an alternative to the Rasch model employed in PISA, Kreiner first poses a more general 
Rasch-type model that permits dependence and DIF terms – item dependence and DIF are two 
misfits to the Rasch model that he discusses. At this point he fails to make clear that the 
dependence term he adds has no influence on the rankings and that the DIF term means he is 
reducing the set of items upon which comparisons between the two countries in the analysis are 
being made to the subset of items without DIF terms. But, perhaps, that is not so important 
since he quickly notes that it will not be feasible to apply such an approach to PISA: “…the 
search for a GLLRM for all items was abandoned”. 
 
So, in a second attempt at a solution, Kreiner suggests data purification, whereby one attempts 
to identify and eliminate items that do not fit the scaling model and then applies the model only 
to those items that fit. He finds using his methodology that eight out of 24 reading items can be 
used to compare the United Kingdom and Denmark and concludes that there is no difference 
between the scores of the United Kingdom and Denmark on those eight items. Perhaps he 
should also have reported that the published PISA 2006 reading results, based upon all items 
and all students, are United Kingdom, mean 495 with a standard error of 2.3 and Denmark mean 
494 with a standard error of 3.2. The United Kingdom is estimated to rank between 11 and 17 in 
the OECD and Denmark is estimated to rank between 11 and 16. 
 
Has Kreiner truly offered a better and viable alternative? For some reason that goes 
unmentioned in his paper where he analyses data from less than one third of the students who 
responded to reading items and data from less than one thirteenth of all of the PISA students 
from the United Kingdom and Denmark. Secondly, he limits himself to just two countries and 
says nothing of the possibilities or implications of extending his approach to more than 50 
participants. Third, his final comparison relies upon just eight of the 28 questions that countries 
and expert panels have agreed are required to cover the range of competencies that are valued 
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by PISA. In fact it is remarkable that his comparison of the United Kingdom and Denmark 
produces a result identical to that presented in the PISA 2006 report. 
 

Rasch Theory 
 
The Rasch Model is indeed a very special model that has a range of properties that support a 
very powerful form of measurement. Kreiner clearly has a deep understanding of and respect 
for these properties. 
 
In practice, however, there is often a discrepancy between the behaviour of the observed data 
and the ideals of the model. With samples as large as those in PISA, it is easy to be confident 
that there are indeed discrepancies between the model and the data. 
 
When discrepancies are observed between an adopted model and observed data a number of 
alternative courses of action are possible. First, one can reject data and retain only those data 
that are compatible with the model. Second, one can reject use of the model and move to an 
alternative model. Third, one can proceed with use of the model on the assumption that the 
results will still have utility even if the data and model are not fully compatible. 
 
The first approach is what Kreiner has illustrated in his paper. He has purified the data and 
retained only items that conform to the Rasch model. The outcome was a comparison based 
upon just eight items, clearly an extreme approach that is not compatible with PISA being a 
comprehensive assessment of the construct. Commentators such as Goldstein (Goldstein, 2004; 
Goldstein, Bonnet and Rocher, 2007) would be strongly opposed to such data censoring. The 
consequential compromise to the validity of the comparisons is simply not tenable. 
 
Second, one could explore alternative models. PISA is more than happy for due consideration to 
be given to alternative models. Kreiner, has explored one approach but he himself conceded 
that it was not viable. Goldstein, Bonnet and Rocher (2007) show how alternative approaches 
can be used for certain analytic purposes. Other large scale studies, for example the TIMSS study 
since 1999, use the so-called three parameter logistic model. The two- and three-parameter 
logistic models are more general than the Rasch model, but using Kreiner’s criteria they still do 
not fit PISA data. The two-parameter model, which as Kreiner mentions permits differing item 
discriminations, has been applied to PISA data and it has been shown that the outcomes are 
identical to those obtained when fitting a Rasch model (Macaskill, 2008). Further, the 
dependency between PISA items that Kreiner mentions has also been modelled, and no 
implications for the rankings have been observed (Macaskill, 2008). 
 
When exploring alternative models one must take into account the full PISA context. In doing so 
some factors that need to be taken into account when considering alternative models include: 
 

 The need to comprehensively cover the constructs 

 The need for analytic techniques that work simultaneously for more than 50 countries; 

 The need to integrate with appropriate sampling methodologies; 

 The requirement to provide a database that is accessible to and usable by secondary data 
analysts; 

 The need to support the construction of described proficiency scales; 
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 The need to permit inter-country comparison of overall levels of performance; 

 The need to support the construction of scales that retain their meaning over time. 
 
The third option is to proceed with the Rasch model acknowledging that it does not fit – and no 
model will – but undertaking work to ensure that the violations of the model are properly 
recognised in terms of their impact on the outcomes. The work on item choice and alternative 
scaling models described above is exactly that kind of work. 
 
It should also be noted that PISA does implement a form of data purification through its field 
trial process. Before use in a main survey all PISA items are tested in all participating countries 
and reviewed for compatibility with the Rasch model. Furthermore, at this stage items with the 
most substantial DIF are excluded from further consideration and not used in the main PISA 
surveys. 
 
Whenever it can, PISA reviews the impact of its scaling assumptions on the outcomes. To this 
date it has been found that the inferences that have been made on the basis of the Rasch model 
are sound. At the same time others are encouraged to undertake rigorous scientific work that 
examines the PISA scaling approach, reviews the extent to which it is fit for purpose, and 
considers alternatives. 
 
Specific Comments 
 
In this next section I make some more technical and specific observations and ask some 
questions. I do not cover all the errors in the manuscript. 
 
If asked to review this article for a professional journal, I would advise that the article should be 
rejected on technical grounds. 
 
1. There is insufficient evidence that the author is aware of the literature that is relevant to the 
various aspects of the paper, and there is no discussion of the literature. For example assertions 
such as “Different dimensions of mathematical attainments are known to be very strongly 
correlated and international surveys measuring such traits should result in similar results if 
measurements are valid” are made without any references. Adams, Berezner & Jakubowski 
2010; Beaton & Gonzales 1997; Beaton 1997; Hencke et al. 2009 would all appear to be relevant 
to this section. 
 
There is no presentation of the literature related to scaling in these large scale contexts.  Apart 
from the PISA technical reports which go through the scaling step by step a discussion of the 
literature on scaling in large-scale assessments would appear relevant. Such literature includes 
Adams & Wu (2000), Adams, Wu & Carstensen (2000), Beaton (1987), Mislevy et al. (1992), and 
Thomas (2000). 
 
The alternative model (1) is presented and posited without a discussion of its position within the 
literature. For example, there is no acknowledgement that this model can be fit by the scaling 
software that is currently used for PISA. 
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The reliance on Kreiner & Christensen (2011a & 2011b) is unfortunate since they are yet to be 
published. If the methods described in those papers are to be heavily exploited then they must 
be accessible to the reader. 
 
A number of comments show that the PISA literature, particularly that on DIF, has not been fully 
explored. For example a list of references on DIF in PISA includes:  Le (2006a, 2006b, 2007, 
2009a, 2009b) and Grisay et al. (2007). 
 
Which dataset has been downloaded for use?  A data source and download date needs to given. 
 
2. An explanation is needed as to why just 28,593 of the available cases is analysed. If I am 
interpreting Figure 1 correctly, about 210,000 students responded to reading items.  Why aren’t 
all of these students used? 
 
3. Can’t the methods proposed deal with missing data?  This would seem a potentially major 
issue that needs to be discussed. 
 
4. There are many errors of fact, below are some of them 
 

 The statement “not all items were administered in all countries” just below Figure 1 is 
an error of fact. All items were administered, and after the fact a very small number of 
items are omitted due to extreme DIF. All of these omitted items are listed in the 
technical report. 

 

 “but it is obvious that items have been administered and/or scored in different ways in 
different countries” is erroneous. Much effort is expended in ensuring that this is not 
the case, including verification of translated coding guides, international coder training 
meetings and a coder query service by email (see chapter 2 of the technical reports). 

 

 The infit statistic given in (3) is not that used in PISA. The technical report gives the 
reference Wu et al. (2007) to the correct formula. 

 

 Some of the commentary about consistency is incorrect for MML, but it is hard to 
comment further without access to the Kreiner and Christensen articles. 

 
5. How were the four item subsets that were used formed? Are they random subsets or were 
they chosen according to some criteria? It is noted that items from different units are split 
between these sets, which could never happen in practice. 
 
The rankings computed use a raw score methodology. That’s fine, but why not do it properly 
and get the standard errors correct? Three things that need to be taken into account are: 
sampling weights, sampling design effects and the item clustering - these are not mentioned in 
the appendix. 
 
6. There is a lack of focus in the paper on the main issue of DIF other topics appear rather 
randomly.  For example, what is the relevance of the material on plausible values? 
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i
 Several individuals have made valuable comments on this document.  They include Keith Rust, Rolf Olsen 
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